
UNSL at eRisk 2021:
A Comparison of Three Early Alert 
Policies for Early Risk Detection

Juan Martín Loyola1,3, Sergio Burdisso1,2, Horacio Thompson1,2, Leticia Cagnina1,2 
and Marcelo Errecalde1

1 Universidad Nacional de San Luis (UNSL), Argentina.
2 Consejo Nacional de Investigaciones Científicas y Técnicas (CONICET), Argentina.

3 Instituto de Matemática Aplicada San Luis (IMASL), CONICET-UNSL, Argentina.



Outline

● Early text classification framework
● Proposed models
● Runs and results:

○ Task 1
○ Task 2

https://jmloyola.github.io/files/talks/2021_erisk.pdf

https://jmloyola.github.io/files/talks/2021_erisk.pdf


Early Text Classification Framework



Early Text Classification Framework

● Development of predictive models that can determine the category of a 
document as soon as possible.

● Find an adequate balance between:
○ precision of the classification
○ minimum time for a prediction to be reliable.

● It can be conceptualized in two parts:
○ Classification with Partial Information (CPI).
○ Decision of the Moment of Classification (DMC).



Early Text Classification Framework

● CPI   → Classification with Partial Information
● DMC → Decision of the Moment of Classification

Loyola et al. 2017



Early risk detection

● Special case of early text classification.
● We are only concerned with predicting the risk category as early as possible.
● If the current partial input is classified as non-risky, the model continues to 

accumulate information in case, in the future, the user begins to show risky 
patterns.

● It is essential to recover as many users at risk as possible as their lives could 
be in danger.



Proposed Models



Proposed models

● EarlyModel
● SS3
● EARLIEST

https://github.com/jmloyola/unsl_erisk_2021

https://github.com/jmloyola/unsl_erisk_2021


Proposed models

We can identify each model with:

● Input representation
● Model used for classification with partial information (CPI)
● Early alert policy (DMC)

https://github.com/jmloyola/unsl_erisk_2021

https://github.com/jmloyola/unsl_erisk_2021


EarlyModel



EarlyModel



EarlyModel

Input representation:

● Bag of words
● Linguistic Inquiry and Word Count (LIWC)
● Latent Dirichlet Allocation (LDA)
● Latent Semantic Analysis (LSA)
● Doc2vec



EarlyModel

Models used for classification with partial information:

● Decision trees
● K-nearest neighbors
● Support vector machine (SVM)
● Logistic regression
● Multi-layer perceptron (MLP)
● Random forests

● LSTM

● BERT



EarlyModel

Early alert policy:



SS3



SS3



SS3

Burdisso et al. 2019https://github.com/sergioburdisso/pyss3

https://github.com/sergioburdisso/pyss3


SS3

https://github.com/sergioburdisso/pyss3 Burdisso et al. 2019

https://github.com/sergioburdisso/pyss3


SS3

Level 0 summary 
operators

https://github.com/sergioburdisso/pyss3 Burdisso et al. 2019

https://github.com/sergioburdisso/pyss3


SS3

Level 1 summary 
operators

https://github.com/sergioburdisso/pyss3 Burdisso et al. 2019

https://github.com/sergioburdisso/pyss3


SS3

Labels predicted

https://github.com/sergioburdisso/pyss3 Burdisso et al. 2019

https://github.com/sergioburdisso/pyss3


Early alert policy:

SS3



Early alert policy:

SS3

Risk class score
- 

Non-risk class score



Early alert policy:

SS3



Early alert policy:

SS3

Median Absolute 
Deviation



Early alert policy:

SS3

Early alert policy hyper-parameter



EARLIEST



EARLIEST

Hartvigsen et al. 2019



EARLIEST

Hartvigsen et al. 2019

Early and Adaptive Recurrent Label ESTimator



EARLIEST

Sequence of input documents for a user (doc2vec)
Hartvigsen et al. 2019



EARLIEST Predicted user label 
(risk or non-risk)

Hartvigsen et al. 2019



EARLIEST

Documents partial 
representation

Hartvigsen et al. 2019



EARLIEST
Component in charge of deciding 
when to stop processing the input

Hartvigsen et al. 2019



EARLIEST
Component in charge of classifying 

the partial input

Hartvigsen et al. 2019



EARLIEST

The hyper-parameter 𝜆 penalizes the delay in the classification while training.

Hartvigsen et al. 2019



Runs and Results
Task 1: Early Detection of Pathological Gambling
Task 2: Early Detection of Self-Harm



T1 - Early Detection of Pathological Gambling - Runs

● UNSL#0 (EarlyModel):
○ Representation → bag of words (unigrams of words with tf-idf)
○ Model → logistic regression
○ Decision policy  → threshold = 0.7 and minimum number of post = 10

● UNSL#1 (EarlyModel):
○ Representation → doc2vec
○ Model → logistic regression
○ Decision policy  → threshold = 0.85 and minimum number of post = 3

● UNSL#2 (EarlyModel):
○ Representation → bag of words (4-grams of characters with tf-idf)
○ Model → SVM
○ Decision policy  → threshold = 0.75 and minimum number of post = 10



T1 - Early Detection of Pathological Gambling - Runs

● UNSL#3 (EARLIEST):
○ Representation → doc2vec
○ Model → LSTM
○ Decision policy  → 𝜆 = 0.000001

● UNSL#4 (EARLIEST):
○ Representation → doc2vec
○ Model → LSTM
○ Decision policy  → 𝜆 = 0.00001



T1 - Early Detection of Pathological Gambling - Results

( EarlyModel )

( EarlyModel )

( EarlyModel )

( EARLIEST )

( EARLIEST )



T1 - Early Detection of Pathological Gambling - Results

( EarlyModel )

( EarlyModel )

( EarlyModel )

( EARLIEST )

( EARLIEST )



● UNSL#0 (EarlyModel):
○ Representation → doc2vec
○ Model → MLP
○ Decision policy  → threshold = 0.7 and minimum number of post = 10

● UNSL#1 (EARLIEST):
○ Representation → doc2vec
○ Model → LSTM
○ Decision policy  → 𝜆 = 0.000001

● UNSL#2 (EARLIEST):
○ Representation → doc2vec
○ Model → LSTM
○ Decision policy  → 𝜆 = 0.00001

T2 - Early Detection of Self-Harm - Runs



T2 - Early Detection of Self-Harm - Runs

● UNSL#3 (SS3):
○ Representation → raw text
○ Model → SS3
○ Decision policy  → 𝛾 = 2

● UNSL#4 (SS3):
○ Representation → raw text
○ Model → SS3
○ Decision policy  → 𝛾 = 2.5



T2 - Early Detection of Self-Harm - Results

( EarlyModel )

( EARLIEST )
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T2 - Early Detection of Self-Harm - Results
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Thank you for your 
attention.
Any questions?

jmloyola@unsl.edu.ar
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Score and decision policy visualization (EarlyModel)



Score and decision policy visualization (EarlyModel)

Static decision 
policy



Score and decision policy visualization (EarlyModel)

Time when an 
alarm is 
issued



Score and decision policy visualization (SS3)



Score and decision policy visualization (SS3)

Dynamic decision 
policy (depends 
on the scores of 

all users)



Score and decision policy visualization (SS3)

Time when an 
alarm is 
issued



Score and decision policy visualization (EARLIEST)



Score and decision policy visualization (EARLIEST)

Time when an 
alarm is 
issued



Corpus generation procedure

● Based on posts and comments from Reddit (https://www.reddit.com/).
● Positive cases were obtained from particular subreddits

○ T1: https://www.reddit.com/r/problemgambling/
○ T2: https://www.reddit.com/r/selfharm/

● Negative cases were obtained from general subreddits: sports, jokes, gaming, 
politics, news, y LifeProTips.

● All users with less than 31 posts or comments, or with an average number of 
words per post less than 15, were discarded.

https://www.reddit.com/
https://www.reddit.com/r/problemgambling/
https://www.reddit.com/r/selfharm/


T1 - eRisk corpus

● Based on posts and comments from Reddit (https://www.reddit.com/).
● No corpus was supplied for training.

https://www.reddit.com/


T2 - eRisk corpus

● Based on posts and comments from Reddit (https://www.reddit.com/).
● A training and validation corpus were provided.

https://www.reddit.com/


Pre-processing of the input

1. Convert text to lower case.
2. Convert HTML and Unicode codes into their respective symbols.
3. Replace links to the web with a token.
4. Replace internal reddit links with the name of the subreddit they lead to.
5. Delete any character that is not a number or letter.
6. Replace numbers with a token.
7. Delete new lines, tab, and multiple consecutive white spaces.



T1 - Overlap between competition corpus and the 
corpus generated



T2 - Overlap between competition corpus and the 
corpus generated



T1 - Separation plot



T2 - Separation plot



Elapsed time



Time spent during the feature building stage


