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INTRODUCTION

The problem of classification in supervised learning is a widely studied one. Nonetheless,
there are scenarios that received little attention despite its applicability. One of such
scenarios is early text classification, which deals with the development of predictive models
that can determine the class a document belongs to as soon as possible. Here a document is
assumed to be processed sequentially, starting at the beginning and reading its containing
parts one by one. In this context, it is desired to make predictions with as little information
(as soon) as possible. The importance of this variant of the classification problem is evident
in tasks like sexual predator detection, where one wants to identify an offender as early as
possible.

It is important to note that the early text classification problem consists of two related
and complementary tasks. On the one hand, the task of classification with partial
information, which consists of obtaining an efficient predictive model when only partial
information is available that has been read sequentially up to a certain point in time. The
emphasis in this case is to determine which classification methods are more likely to achieve
performance comparable to that obtained when classified using the entire document. On
the other hand, we have the task of decision of the moment of classification, that is, in
which point in time one can stop reading and classify with some degree of confidence that
the prediction is going to be correct. [1]

RESULTS

OBJECTIVE

Here, we focus in the problem of classification with partial information, comparing the
performance of different predictive models in the dataset R8 provided by Cachopo in [2]. We
will like to know how much time (percentage of document read) does it takes to correctly
classify most of the documents and find out which model does it earlier.

METHOD

In the task of classification with partial information we assume that during training we
have full documents, therefore, the same training procedure as the standard supervised
learning is performed. The difference comes at inference time: when classifying a new
document we assume we read it in sequential order starting from the beginning (i.e. the first
word from top to bottom and from left to right). This procedure was first devised in [3].

Classification with Partial Information
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* Implement different document representations, for example: word tf-idf, n-gram of
characters tf, n-gram of characters tf-idf, n-gram of words tf, n-gram of words tf-idf.

* Evaluate this models in different kind of corpus, for example: the dataset of early risk
prediction on the Internet (http://erisk.irlab.org), the Large Movie Review Dataset
(http://ai.stanford.edu/~amaas/data/sentiment) and some of the other provided by
Cachopo in [2].
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Source code + digital version of poster

(https://github.com/jmloyola/early-classification)
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